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ABSTRACT Nowadays, coronavirus (COVID-19) is getting international attention due it considered as a 

life-threatened epidemic disease that hard to control the spread of infection around the world. Machine 

learning (ML) is one of intelligent technique that able to automatically predict the event with reasonable 

accuracy based on the experience and learning process. In the meantime, a rapid number of ML models 

have been proposed for predicate the cases of COVID-19. Thus, there is need for an evaluation and 

benchmarking of COVID-19 ML models which considered the main challenge of this study. Furthermore, 

there is no single study have addressed the problem of evaluation and benchmarking of COVID diagnosis 

models. However, this study proposed an intelligent methodology is to help the health organisations in the 

selection COVID-19 diagnosis system. The benchmarking and evaluation of diagnostic models for COVID-

19 is not a trivial process. There are multiple criteria requires to evaluate and some of the criteria are 

conflicting with each other. Our study is formulated as a decision matrix (DM) that embedded mix of ten 

evaluation criteria and twelve diagnostic models for COVID-19. The multi-criteria decision-making 

(MCDM) method is employed to evaluate and benchmarking the different diagnostic models for COVID19 

with respect to the evaluation criteria. An integrated MCDM method are proposed where TOPSIS applied 

for the benchmarking and ranking purpose while Entropy used to calculate the weights of criteria. The 

study results revealed that the benchmarking and selection problems associated with COVID19 diagnosis 

models can be effectively solved using the integration of Entropy and TOPSIS. The SVM (linear) classifier 

is selected as the best diagnosis model for COVID19 with the closeness coefficient value of 0.9899 for our 

case study data. Furthermore, the proposed methodology has solved the significant variance for each 

criterion in terms of ideal best and worst best value, beside issue when specific diagnosis models have same 

ideal best value. 

INDEX TERMS COVID19 Diagnostic, Machine learning, Benchmarking Methodology, Chest X-rays 

Images, Entropy, TOPSIS, Multi-criteria decision-making. 

I. INTRODUCTION 

Bioinformatics for the medical field is interdisciplinary 

sciences of computer science, information science and 

medicine. The Bioinformatics lays on various techniques, 

computer-aided tools, equipment that used to analyse and 

retrieve health data to process and produce meaningful 
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information for the health care field [1]. Medical 

professionals facing a big challenge when making decisions 

of using the computer-decision support system [6,11] to 

provide a reliable solution which helps them investigate a 

particular sophisticated disease such as COVID-19 [2]. In the 

meantime, the COVID-19 pandemic is a life-threatening 

disease, its effect leads to death and it threatens the global 

health around the world. One of the critical investigation 

methods to detect the COVID-19 is chest radiography 

imaging that screens the chest of infected patients. Initial 

studies found that the chest radiography images can show the 

abnormalities of the chest of the people infected with 

COVID-19. Some current studies show that the artificial 

intelligence (AI) models such as traditional Machine 

Learning (ML) and  Deep Learning (DL) methods have a 

high capability to detect the COVID-19 with a reasonable 

accuracy prediction using the chest radiography images of 

the infected patients with COVID-19. Unfortunately, to the 

best of the authors’ knowledge, these ML approaches can be 

non-open sourced and not publicity available which prevent 

the research to access and investigate them for further 

research. Selection of an efficient automated tool to produces 

reliable solutions lays on how is it widely used [3]. 

AI methods able to produces rapid reliable solutions of 

COVID-19 with high diagnostic accuracy. Nowadays, many 

hospitals and medical research centres use a computer-aided 

system based on AI to automate the COVID-19 diagnosis 

instead of analysing the data manually. With a big number of 

the existing automated AI methods, selecting an appropriate 

method that produces an efficient, fast solution with error-

free is a critical task [4]. As there is no ML classifiers for 

COVID-19 diagnose is superior [5, 60]. This is put the 

medical managers in a big challenge to find and evaluate 

different ML classifiers for COVID-19 diagnose in order to 

select the best method. It becomes more difficult when 

various ML classifiers and evaluation methods with different 

criteria are involved. Moreover, there are various ML 

classifiers to detect COVID-19. The decision-makers face, it 

is difficult to decide on the best method to be used. 

Subsequently, it is crucial to determine, evaluate and 

benchmark the classifiers in order to validate their results, 

especially, in handling medical cases. The invalid results lead 

to devastating consequences including the death of a patient, 

financial loss and legal accountability. An example of an 

invalid result is when the automated COVID-19 diagnoses 

tool shows positive COVID-19 while the patient is not 

infected with COVID-19. In this case, the patient is given 

inappropriate treatments which may affect the patient’s 

health and recovery. In contrast, when the automated 

COVID-19 diagnose tool shows a negative COVID-19 while 

the patient is infected with COVID-19. The patient is not 

giving the right treatment which eventually affects the 

patient's health and recovery and the patient transmit the 

infection to other healthy people. Both cases seriously affect 

the reputation and credibility of medical and health 

organisations [5,7].  

Thus, it is very important to select and use the right ML 

diagnosis method that provides reliable and accurate 

COVID-19 results. Acquiring such methods is costly. It also 

needs extensive evaluation and benchmarking for safety 

purpose. Conducting a comprehensive evaluation of the 

classifiers of COVID-19 is not an easy task. The evaluation 

process requires considering a huge number of 

measurements. The benchmarking and evaluation of 

COVID-19 diagnosis based on ML have two common 

criteria which are (i) time complexity and (ii) group 

reliability. Several sub-criteria belongs to the group 

reliability including precision, f1-score, recall, average-

accuracy, error rate, true positive (TP), true negative (TN) , 

false positive  (FP), and false negative (FN). In the study 

carried out by Cheng et al [8], many classifiers were 

evaluated based on the accuracy criterion. Others studies 

such as [5, 7] also only used accuracy criterion to evaluate 

and benchmark different diagnosis ML methods. However, 

in the COVID-19 diagnosis, it is important not to limit the 

use of only the common evaluation metric of accuracy [9]. In 

the context of medicine field, considering a variety of 

performance criteria for the diagnosis methods is important. 

Four instances, sensitivity criteria of True Positive, False 

Positive, True Negative and False Negative were used in [5, 

7, 8, 9] for evaluation and benchmarking. However, these 

studies neglect some requirements that might affect the 

performance of diagnosis methods. Time complexity 

considers the execution time to provide a diagnosis result. 

Ultimately, the diagnosis method requires to maintain an 

accurate result in a shortest time. In reality, these 

requirements are conflicting in which achieving high 

accuracy requires time. One of those requirements must be 

more focused on when developing the classification model. 

The trade-off between accuracy and time has a strong impact 

on the benchmarking and the evaluation task [10]. Most 

review papers on comparison the state-of-art and traditional 

classifiers focus on the evaluation process itself regardless of 

the evaluation and benchmarking criteria used in the 

comparison. One of the reasons might be the difficulties 

when dealing with conflicting evaluation criteria [1, 61]. 

Besides the importance of dealing with the trade-off of the 

evaluation criteria, the importance of each criterion is another 

issue in the evaluation and benchmarking of classifiers.  

In a COVID-19 classifiers system, several criteria are 

considered in the evaluation process. Each criterion has an 

important priority and it is used for a specific purpose that 

meets the system objectives. It is possible to reach a good 

combination between the low importance priority of a 

criterion with the high important priority of another criterion 

in the evaluation process [5, 9]. This is the reason for the 

existence of the trade-off among the evaluation criteria in 

different classifiers systems is a result of the differences in 

the importance of each criterion [61]. The simultaneity of 
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many criteria and sub-criteria is another issue in the 

benchmarking processes. The conflict of the criteria and their 

distinct importance makes the benchmarking processes to be 

more difficult. A criterion set of the reliability lays on the 

confusion matrix that includes four arguments True Positive, 

True Negative, False Positive and False Negative. In 

experiments, some of arguments might miss out their values, 

this affects other values of the rest arguments in the 

reliability group. There is a disparagement of using these 

arguments but many evaluation studies still utilised these 

arguments for benchmarking processes to evaluate the 

classifiers systems. Although there exist several evaluation 

and benchmarking methods, most of them still considered 

insufficient.  

The diagnosis model requirements are not fully covered 

using these evaluation methods. In addition, these methods 

have the reliability limitation as they require the calculation 

of all arguments. Also, they cannot compare two classifiers 

and match between them due to the inability of these 

methods to score the different classifiers based on their 

performances. The benchmarking and evaluation process in 

the COVID-19 classifiers systems considered as multi-

objective/ criteria problem. This study aims to present an 

integrated methodology for evaluation and benchmarking 

various classifiers for COVID-19 diagnosis. This is a 

motivation to develop combined classifiers under one 

framework including all the performance aspects of the 

evaluation of COVID-19 classifiers models. The developed 

methodology is used as an assist tool to help the decision-

makers in the medical and health organisation to decide 

which the best classifiers system should be used for COVID-

19 diagnosis by evaluating different classifiers models. 

The novelty and contributions of this work can be 

summarized as follow: 

• Construct a multi-criteria decision matrix (DM) on the 

basis of determined evaluation criteria for COVID-19 

diagnostic model. 

• Proposes a new evaluation and benchmarking 

methodology for selecting the optimal COVID-19 

diagnostic model based on Entropy and TOPSIS 

methods. 

• Evaluate the proposed Benchmarking Methodology 

using 50 samples of Chest X-ray Dataset of COVID-19.  

The remaining parts of this study are composed of six 

sections: “II” includes the related work of initial studies 

showing the abnormalities found in the COVID-19 

diagnostic. “III” presents the Multicriteria Decision Making. 

“IV” provides the proposed methodology providing the 

benchmarking methodology for COVID-19 diagnosis 

models. “V” illustrates the results of Benchmarking 

Methodology for the selection of the optimal COVID-19 

diagnostic model based on entropy and TOPSIS methods. 

“VI” addresses limitation and future studies .Finally, “VII” 

conclusion have been presented. 

II. Related Works 

Coronavirus disease known in the medical field as (COVID-

19) has a disastrous impact on global health around the 

world. The severe cases of infected people are suffering from 

acute coronavirus respiratory syndrome known as (SARS-

CoV-2). The major action has been taken to beat the 

COVID-19, is based on delivering the intensive care to 

patient’s that got a positive screening diagnosis of COVID-

19. Providing them with the right treatments and mitigating 

the side effect as much as possible.  Keeping the potentially 

infected people away from other people to prevent spread 

and transmit the virus.  Polymerase Chain Reaction (PCR) 

[12] is one of the common examination methods that use to 

diagnosis the COVID-19.  PCR mainly identify RNA of 

SARS-CoV-2 from respiratory samples usually collected 

from the potentially infected people through various testing 

methods whether oropharyngeal or nasopharyngeal 

specimens. Although the PCR is an efficient examination 

method, it requires resources and very long-time to conduct 

such complex process manually. Another examination 

method that wieldy used in radiography examination 

including Computed Tomography CT imaging and X-ray 

screening. COVID-19 is detected by screening the chest 

radiography imaging. Radiologists mainly interpret and 

analyses any abnormalities that might found in the chest 

imaging.  

Initial studies show the abnormalities found in the chest 

imaging are strongly related to the presence of COVID-19 

[13, 14]. A recommendation promotes the medical 

professional to use radiography screening as the major 

method for diagnosis of some epidemic diseases such as 

COVID-19 and SARS-CoV-2 [15]. The radiography 

screening method is rapid, efficient and available in most 

medical centers and hospitals. These features make the chest 

radiology imaging testing is a good tool especially it can 

supplement to PCR examination for higher sensitivity cases. 

[16] However, radiography examination relies on the 

radiologist’s experience and knowledge for interpretation and 

analysis as some visual metrics are fuzzy. A solution to 

overcome this dilemma is the utilization of a rapid computer-

assist based AI techniques tool to help the medical 

practitioners in interpreting the chest radiography imaging of 

COVID-19 and gain an accurate diagnosis in a short time.  

According to Wang et al (2020), A COVID-Net based on 

deep convolutional neural network (DCNN) is proposed for 

COVID-19 diagnosis using radiography images of chest 

screening. The COVID-Net train on radiography dataset for 

more 16,756 chest radiography images obtains from 13,645 

patients. The COVID-Net is open access and available 

dataset for public use [3]. Moreover, COVID-Net is able to 

predict the COVID-19 and provides a deep explanation of 

critical indicators for COVID cases which could enhance the 

radiography examination. A computer-aided tool based on AI 

is developed by Gozes, et al. 2020[4]. The developed tool 

analyses the CT images to detect and identify Coronavirus 
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cases automatically. The obtained results reveal that the 

diagnosis accuracy of CT images is over 99% using datasets 

of Chinese COVID-19 cases with potential factors of 92.2% 

for specificity and 98.2% for sensitivity. Also, Chen et al. 

2020 [8], proposed a diagnostic model based on deep 

learning to proposed to diagnosis the COVID-19 using good 

quality of CT chest images. The proposed models produce 

good accuracy, sensitivity, specificity results equal to 

95.24%, 100% and 93.55% respectively for each patient. A 

prediction approach based on ML techniques is presented by 

Yan et. al.2020 [9], the proposed approach predicts the 

severe cases for the infected patients in Wuhan City. The 

predation process based on three clinical indices that tracking 

the severe COVID-19 progress, and even to identify the 

potential death cases. The proposed model is useful in the 

early diagnosis to avoid the health consequences of the 

COVID-19 and increasing the chances of life.  

Zheng et al. 2020 propose another COVID-19 diagnostic tool 

based on supervised Deep Learning [17]. The proposed tool 

detects COVID-19 through identify Weak Label for 3D CT 

Chest imaging. A pre-trained UNet divides the chest images 

specifically the lung area into 3D segments. The deep neural 

network used 3d lung segments to detect the COVID-19.  

The tool is trained using collected 499 CT images for the 

moths of December 2019 and January 2020. The tool tested 

on collected CT images for the months of January and 

February 2020. The proposed method achieves 0.959 for the 

area under the ROC Curve (ROC AUC) and 0.976 for 

Precision-Recall curves (PR AUC). Wang et al. 2020 

propose a new study on investigation the use of deep learning 

methods for diagnosis of the COVID-19 [18]. The study is 

applied to CT COVID-19 images to provide an automatic 

diagnosis before the laboratory test to speed up the clinical 

investigation process. The validation results demonstrate the 

proposed model yields accuracy up to 89.5% and sensitivity 

equal to 0.87 and specificity equal to 0.88. While the testing 

results show the proposed model yields accuracy up to 79.3% 

and sensitivity equal to 0.67 and specificity equal to 0.83. Xu 

et al. 2020 that employ Deep Learning method to diagnose 

COVID-19 using chest CT images conduct another study. 

The aim of the study is distinguishing between the novel 

coronavirus and Influenza-A virus. The results of evaluation 

achieve accuracy of up to 86.7 %. As reported in the 

scientific literature, artificial intelligence (AI) and Machine 

learning techniques, particularly deep learning method, are 

applied for COVID-19 diagnosis using chest radiography 

imaging such as CT screening images. The evaluation results 

demonstrate those methods are promising in term of 

delivering an automatic COVID-19 diagnosis with high 

accuracy in a short time. [19].  

Despite that, the best of the authors’ knowledge, these AI-

based systems are non-open sourced and not publicity 

available which prevent the research to access and investigate 

them for further research. Recently, many researchers tend to 

enrich the open sources with AI and ML solutions for 

COVID-19 diagnosis that used radiography imaging 

screening. Chest X-ray Dataset of COVID-19 is now being 

open access and available for public use. The quality of the 

AI algorithms and, in particular, the ML classifiers that used 

for COVID-19 diagnose should be evaluated and 

benchmarked to guarantee that fulfilled the main 

requirements in term of the reliability and the complexity of 

time. According to Yan et al. 2020 [9], the AI and ML 

models based on radiography-driven could deliver an 

accurate and efficient solution for COVID-19 which help to 

early diagnosis. There are a massive number of that 

conducted on diagnosis COVID-19 radiography imaging. 

However, regardless of the considerable effort in proposing 

of new COVID-19 diagnosis tasks of radiography imaging, 

no research has produced an incorporated solution for 

evaluation criteria covering for evaluating and 

benchmarking the models of diagnosis and supports medical 

organization administrators and various users identify an 

appropriate model. This study tries to fill the research 

evaluation and benchmarking gap as regards the COVID-19 

through radiography imaging diagnosis tasks. 

III. Multi-criteria Decision Making (MCDM) 

According to [20], MCDM is an extension of decision theory 

covering any multi-objective decision. It is a methodology 

used to evaluate alternatives, which are often conflicting 

criteria, and to integrate them into a distinct universal 

appraisal. MCDM is a common decision-making method 

widely used in the operational research field to handling the 

decision-making criteria issue [21, 22, 23]. Moreover, 

MCDM utilises a  variety of criteria that help in the planning 

and building the structure and finding the solution for the 

decision-makers [24, 25]. In general, MCDM can be 

expressed as a method to conduct quantitative and qualitative 

comparison based on a different set of criteria concurrently 

[26, 27]. As the MCDM is more efficient and has a capability 

to improving the quality of the decisions compared to the 

traditional procedures, it becomes widely used by the 

decision-makers [28]. The MCDM aims to assists the 

decision-makers and data scientists to select the best choices 

among different alternatives. It aims also to categorize 

feasible alternative within set existing options then ranking 

their performances descending [29, 30]. The best feasible 

alternatives will be scored a higher rank.  

The ranking aspect is the main principle for any MCDM and 

DM. It is based on the evaluation matrix (EM) within 

different criteria [31, 32]. In EM, n criteria and m alternative 

are created. The crossover of every criterion with every 

alternative is donated as xij. The matrix of (xij) _ (m*n) is 

presented with its parameters in the equation 1. 
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   (1) 

A1, A2… Am represent the possible alternatives to be ranked 

by some image such as dehazing algorithms [33]. C1, C2… 

Cn represent provided criteria and used to measure every 

alternative.  represent the score of alternative Ai that 

associated with criterion  while   is value of criterion 

 weight. To make a ranking process, many methods in 

the scientific literature apply to make the ranking process 

inducing the addition of weights, the maximization index, 

and the normalization process. 

In the scientific literature also there are many MCDM 

techniques including hierarchical adaptive weighting(HAW), 

analytic hierarchy process (AHP), the weighted product 

method(WPM), the VlseKriterijumska Optimizacija I 

Kompromisno Resenje (VIKOR), the weighted sum 

model(WSM), simple additive weighting(SAW), the best-

worst method (BWM), Multiplicative exponential 

weighting(MEW), the technique order of preference by 

similarity to ideal solution (TOPSIS) and the analytic 

network process(ANP) [32-44]. The huge number of MCDM 

methods makes the selection task more difficult as each 

method has its advantages and disadvantages [42, 45]. The 

selection of the best MCDM technique is a critical task. To 

the best of authors’ knowledge, there is no MCDM method is 

proposed for the evaluation and benchmarking and ranking 

COVID19 diagnostic models.   

 

IV. Proposed Methodology 

To best of our knowledge, this is the first research being 

suggested to evaluate and benchmark of COVID19 diagnosis 

models based on X-Ray chest image. This study aimed to use 

AI to ease the problem of professional 

interpretations shortage for X-Ray chest images while the 

epidemic is still spreading rapidly. The proposed 

benchmarking methodology for COVID19 diagnosis models 

shows in Figure1. 

 

A. Machine learning models  

From an automatic learning perspective, COVID-19 

diagnosis can be viewed as a problem of classification or 

clustering. On the other hand, on the vast set of file 

data absence and presence, we formed a model which can 

reduce the diagnosis problem. This problem could be reduced 

to only one diagnosis for known families-having a limited 

class is set, including the sample diagnosis of COVID-19, it's 

simpler to find the correct class, and the result will become 

more accurate than with algorithms of clustering. The 

theoretical background is provided in this section regarding 

all the methods that have been used in this research. Twelve 

Machine Learning Algorithms that will be used as 

alternatives in the DM are discussed for comparative 

analysis. Naive Bayes, Neural Network, SVM(linear), RBF, 

kNN, SGD, Logistic Regression, Random Forest, Decision 

Tree, AdaBoost, CN2 rule inducer, and SVM(Polynomial). 

 Naïve Bayes (NB) is another basic supervised machine-

learning model based on the theorem of Bayes, with the 

assumptions of observations independency. Main 

advantages NB that its learning model is straightforward 

and requires no complex calculation of the iterative 

parameters. The NB model, despite its simplicity, can 

outperform more sophisticated models of machine 

learning. Bayesian Bayes main problem is to obtain the 

most appropriate network data testing for training data 

[46].  

 Neural Network (NN) Is an Artificial Intelligence (AI) 

numerical learning techniques family (e.g. simulated 

annealing and genetic algorithm) and is adapted from 

neural networks of human biological. This includes 

several computational nonlinear elements that shape 

neurons or nodes in the network, and weighted 

interconnections linked the nodes. In applications 

requiring data processing or performing tasks with a high 

complexity level, NN is especially useful which makes it 

impractical or difficult to solve by human hand. One of 

NN's primary properties is its ability to conclude a 

function from observations. Many fields of research used 

the NN including clustering, classification, 

approximation, compression, filtering, and separation of 

blind sources [2, 10, 47]. 

 Support Vector Machine (SVM) is a well-known 

supervised machine learning model which is mainly 

utilized for problems of binary prediction. The 

fundamental idea of this model is based on the hyper-

plane and margin principles. The process of learning 

involves finding a linear separator (also known as a 

hyperplane) that separates the training data while 

maximizing the margin between these training data 

and the hyperplane. In some cases, in its original 

representation, SVM cannot clearly find a linear 

separation between the data. Thus, a training data 

transformation suggested by Vapnik [1] is carried out 

from the original space to another higher dimensional 

space to be able to find a linear separator between the 

groups. A kernel function such as the 

quadratic, Gaussian, or polynomial kernel functions may 

be used to make this transformation. 

 



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/ACCESS.2020.2995597, IEEE Access

 

6 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Development Stage 

Evaluation Stage 

Benchmarking Stage 

Dataset 

Features Selection Based 

on Inception V3 

Machine Learning Models 

 
E. Criteria 

1  
E. Criteria 

2  
E. Criteria 3  E. Criteria n  

Evaluation of Machine 

learning Models 

TOPSIS 
Entropy 

Input 

Weights  

 

Ranking of Covid-19 

diagnosis models 

Figure1: The proposed benchmarking methodology for COVID19 diagnosis models 
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 Radial basis function (RBF) The SVM kernel efficiency 

has been proven on both linear and nonlinear results. 

With this algorithm, the Radial base function was 

implemented to classify nonlinear data. Kernel function 

demonstrates a very significant role in bringing data into 

the space of features. Attributed to the kernel function, 

flexible nature of SVMs implicitly transforms data into a  

Higher-dimensional feature space. The dimensional input 

space is reduced by a linear solution in a higher-

dimensional function space which is originally associated 

with a nonlinear solution. This is because, in hydrology 

and hydraulics, which are usually nonlinear, the SVM 

approach is considered a reasonable choice. Several 

approaches use the nonlinear kernel function to solve 

regression problems in a strategy [48]. 

 K-nearest neighbors (KNN) uses a rule of distance 

closeness for each dataset to data having an equal 

property. It is possible to classify data which have no 

classes by their closest neighbor observing. Data equality 

can be achieved by distance measurement, usually using 

Euclidean measurement. We use 1 neighbor (k=1) in this 

study to measure the distance between the data and 

without weighting the distance [49]. 

 Stochastic Gradient Descent (SGD) is considered as 

basic but very successful approach discriminative 

learning of loss functions convex like logistic regression 

and (linear) SVM. While in the machine learning 

environment SGD has been running for a long time, just 

recently it has gained significant attention in the large-

scale context learning. SGD has been applied 

significantly to solve large-scale problems and machine 

learning sparse often encountered in the classification of 

text and the processing of natural languages [50]. 

 Logistic Regression (LR) in the models of Machine 

Learning, Logistic regression, despite having the word 

'regression' in its name, is a kind of parametric 

classification model. This indicates that the models of 

logistic regression are models with a confirmed constant 

parameters number that depends on the input features 

number, and they predict categorically, such as whether 

or not a plant exists in a certain species. LR is one of the 

popular and basic classification problems solving 

algorithm [51]. 

 Random Forests: A classification process uses an 

ensemble method widely in which uses various decision 

trees to classify data. It creates the templates of bootstrap 

from original data of the random forest and for each 

bootstrap template it grows a regression tree or raw 

classification. Rather than selecting the only best 

predictors for disclosure, it considers every node. It 

implements a random predictors selection and selects the 

preferable split among them [52]. 

 Decision Tree: is a component of a flowchart in which 

each internal node represents the attribute test, each class 

label and branch represents the test outcome and is 

represented by each leaf node. Classification rules 

represent the paths from the root to leaf. The decision tree 

consists of three types of nodes, the first node is decision-

making (usually denoted by square), the second one is the 

chance node that is used for shaping the options 

(usually denoted by a circle) and the last one is end node 

for representing the action (usually denoted by a triangle) 

[53]. 

 AdaBoost, Adaptive Boosting short, is a meta-algorithm 

of machine learning. Robert Schapire and Yoav Freund 

have created this algorithm who received the Gödel Prize 

for their work in 2003. It can be used to enhance 

performance, in conjunction with several other forms of 

learning algorithms [53].  

 CN2 rule inducer algorithm is a rule induction learning 

algorithm. It is designed to be implemented even when 

the data training is imperfect. It is based on the ideas of 

the ID3 algorithm and AQ algorithm. As a result, it 

generates a set of rules like the one provided by AQ but it 

has the capability of noisy data handling such as ID3. To 

produce a list of classification rules, the algorithm must 

be given a set of examples, Training Set, that have 

already been categorized. A set of conditions, the Simple 

Condition Set, that can be applied to any set of instances, 

alone or in combination, is predefined to be used for 

classification [53]. 

 SVM(Polynomial) the polynomial kernel in machine 

learning, is a kernel function widely used for (SVMs) and 

also other kernelized models, in which the vectors 

similarity (training samples) are characterized in a 

feature-space above the original variable’s polynomials, 

permitting nonlinear models to be learnt. Intuitively, to 

determine their similarity, the polynomial kernel will not 

look only at the specified input samples features but also 

at their combinations. Those combinations are classified 

as features interaction in the analysis regression context. 

The implicit feature space of a polynomial kernel is 

identical to that of polynomial regression but without the 

combinatorial blow-up in learned parameters number. 

When Booleans features input (binary-valued), then the 

features suit in logical input of the conjunctions [53]. 

 

B. Evaluation Criteria 

The performance of each method was evaluated at this phase 

to see which method could achieve the best result. We used 

the accuracy parameters; F1 score, ROC, Recall, Precision, 

False Positive, and True Positive from the confusion matrix 

to evaluate each of the methods used in this research. 

Confusion matrix contains FN (False Negative), FP (False 

Positive), TN (True Negative), and TP (True Positive). 

 Accuracy refers to a measurement's closeness 

parameter when reading the data value against the 

actual data values.  
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        (2) 

 The Precision metric tests the proportion of related 

subjects. It tests the classifier's ability to reject 

irrelevant subjects. The calculation of metric is as 

follows 

                      (3) 

 The Recall metric measures the proportion of 

identified relevant subjects. It measures the classifier's 

ability to produce all applicable subject. The calculation 

of metric is as follows 

                                  (4) 

 ROC curve is a performance measurement at several 

threshold classification problem setting. ROC is a curve 

of probability, and AUC is a metric of degree or 

separability. It shows the capability of the model 

to distinguish among classes. Higher the AUC, the 

better a model is to predict 1s as 1s and 0s as 0s. By 

contrast, the higher the AUC, the better the model is to 

differentiate between disease patients and no illnesses. 

 The F1 score can be viewed as a recall and precision 

weighted average, where a score of F1 achieves its 

worst at 0 and best value at 1. The recall and precision 

relative contribution to the score of F1 are similar. The 

F1 score formula is: 

                          (5)                                                 

 TP: output predicted as true positive (TP), we 

concluded that the subject of coronavirus disease is 

classified correctly, and subjects are affected by a 

coronavirus. 

 TN: output predicted as true negative (TN), we 

concluded that a healthy subject is classified correctly 

and that the subject is safe. 

 FP: output predicted as false positive (FP), we 

concluded that a safe subject is wrongly labeled (Type 1 

error) as having coronavirus disease. 

 FN: output predicted as false negative (FN), we 

concluded that a coronavirus disease is 

classified incorrectly (Type 2 error) as having no 

coronavirus disease because the subject is healthy. 

C. COVID-19 Dataset 

Concerning the advent of the new coronavirus epidemic, 

datasets are now being generated and annotated. The data 

sources and knowledge needed to label the particular data 

relating to the latest human strain of the virus are very 

limited. As such, clinically applicable learning at this early 

stage of data collection cannot be done because there are no 

appropriate samples. Nonetheless, the use of X-ray images, 

obtained from data given by [54], was employed in this 

study. The data provides a wide COVID-19 samples range 

alongside ARDS, MERS, and SARS cases. Images of 

ARDS, MERS, and SARS from different countries have 

been withdrawn. The experiment was performed using a total 

of 50 X-ray images, of which 25 were positively COVIDE-

19 cases, while the other 25 were normal cases. Varied 

images resolution is used between 700p and 3342p. The data 

set was used for training, and various learning models were 

then used for performance evaluation. Dataset sample is 

shown in Figure 2. 

 

Figure 2. Samples of X-ray dataset [54] 

The use of standard InceptionV3 model [55], that has been 

used in many medical imaging applications, is used as a 

feature extractor in this work [56]. This model was 

particularly used to detect pneumonia via Chest X-Rays [55]. 

Google has developed the Inception V3 architecture with 

weights pre-trained on ImageNet, which is an extended 

version of Inception V1. Originally the model's training was 

performed using some very powerful machines on more than 

one million photos from 1,000 students.  

 

D. Construction of Decision Matrix(DM) 

 
The decision matrix of COVID-19 diagnostic designed rely 

on the overlap between the evaluation criteria, namely, 

accuracy, precision, accuracy, recall, FP, FN, TP, TN, AUC, 

score and time consuming, and the sophisticated 12 models 

of classification. The proposed decision matrix structure is 

presented in Table 1. The upper row exemplifies the key 

evaluation criteria, and different alternatives developed 

models represented on the left to the first column for 

classification. In this DM, the values (data) indicate the 

results of the evaluation for all models of classification that 

have been developed according to all evaluation criteria. All 

evaluation criteria have been used to evaluate each model of 

classification, in which the category of reliability with four 

sub-criteria sets are represented by error rate and parameter’s 

(behaviour, relationship, and matrix). Firstly, the parameter 

matrix (TP, TN, FN, and FP) is generated, and these 

parameters represent the basic sub-criteria in the criteria 

reliability group. Since this study tackled the issue of 

classification the, one-verse all approach is utilized to 

measure the criteria's reliability set.  The confusion matrix is 

converted into three confusion matrices according to the 

aforementioned requirements, and every matrix specifies the  
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particular parameters for a class of COVID-19 (non-COVID-

19 and COVID-19). Within the reliability group, the 

remaining sub-criteria are determined for each matrix using a 

particular formula, based on the three confusion matrices. 

Therefore, values will be calculated separately for each 

classification model to produce the values taking into 

consideration the decision matrix input. Lastly, the procedure 

of time complexity calculation is based on two elements 

elapsed time: data set sample input and result outcomes. The 

computation method for the sampling procedure depends on 

the sample size and number as shown in the below equation: 

    (6) 

To indicates the time of processing to get outputs and Ti is 

the sample input time. Through the experimental process, the 

complexity of time is determined using software named 

Weka. Three main issues are discussed in Section 2, the 

matrix of the proposed decision considers as following: (1) 

the trade-off and conflict between criteria evaluation, (2) 

multiple criteria evaluation pattern, and (3) the 

criteria significance. MCDM is used to resolve such problem 

as discussed in the following section. 

The decision matrix takes into account the basic component 

of the methodology for benchmarking and evaluation. 

Decision criteria and alternatives are the core aspects of the 

decision matrix. The criteria, in the current case, reflect the 

used metrics to measure the consistency of models for 

diagnosis. The following paragraph explains the methods 

followed for diagnosis models development and evaluation 

and the design of the decision matrix. 

 

 

 

1) Development of diagnosis models 

 

Designing models for classifying involves a process of three-

steps. First of all, the target dataset is prepared, which 

involves relevant features selection. Secondly, training 

(learning process) is accomplished by evaluating the 

instances of a training dataset, which includes the creation of 

a machine-learning class. Each instance must belong to a 

predefined class, so it is supposed that each instance belongs 

to a predefined class. Third, algorithms of machine learning 

are performed in combination with other separate datasets, 

sometimes referred to as datasets testing. In this stage is 

consistent with the intent of estimating ML methods. Will the 

execution may seem 'appropriate' for the diagnosis model, 

the model may be used in future cases classification where 

the class label is uncertain. Eventually, models of diagnosis 

that provide an appropriate result may be considered a 

suitable model of diagnosis. COVID-19 Dataset has 

employed the use of X-ray images, and these images were 

derived from data given by [54]. The data provides a wide 

COVID-19 samples range alongside ARDS, MERS, and 

SARS cases. Images of ARDS, MERS, and SARS from 

different countries have been withdrawn. The experiment 

was performed using a total of 50 X-ray images, of which 25 

were positively COVIDE-19 cases, while the other 25 were 

normal cases. Varied images resolution is used between 700p 

and 3342p. The data set was used for training, and various 

learning models were then used for performance evaluation. 

In addition to their unfavourable impact on diagnosis 

performance, the diagnosis model may cause conflict. In 

addition, given that irrelevant cases can result in overfitting, 

Positive effect can be achieved by decreasing the number of 

Criteria 

 

 Model 

 

Recall Precision Accuracy F-Score AUC FPR FNR TNR 

 

 

    TPR Time 

Complexity 

Model1 RV (M1/TS) PV(M1/TS) AV(M1/TS) FV(M1/TS) AuV(M1/TS) FPV(M1/TS) FNV(M1/TS) TnV(M1/TS) TpV(M1/TS) TCV(M1/TS) 

Model2 RV(M2/TS ) PV(M2/TS) AV(M2/TS) FV(M2/TS) AuV(M2/TS) FPV(M2/TS) FNV(M2/TS) TnV(M2/TS) TpV(M2/TS) TCV(M2/TS) 

Model3 RV(M3/TS ) PV(M3/TS) AV(M3/TS) FV(M3/TS) AuV(M3/TS) FPV(M3/TS) FNV(M3/TS) TnV(M3/TS) TpV (M3/TS) TCV(M3/TS) 

Model4 RV(M4/TS ) PV(M4/TS) AV(M4/TS) FV(M4/TS) AuV(M4/TS) FPV(M4/TS) FNV(M4/TS) TnV(M4/TS) TpV (M4/TS) TCV(M4/TS) 

Model5 RV(M5/TS ) PV(M5/TS) AV(M5/TS) FV(M5/TS) AuV(M5/TS) FPV(M5/TS) FNV(M5/TS) TnV(M5/TS) TpV (M5/TS) TCV(M5/TS) 

Model6 RV(M6/TS ) PV(M6/TS) AV(M6/TS) FV(M6/TS) AuV(M6/TS) FPV(M6/TS) FNV(M6/TS) TnV(M6/TS) Tp(VM6/TS) TCV(M6/TS) 

. 

. 

. 

. 

…. …. …. …. …. …. …. …. 
 

…. 
…. 

 Model n RV(Mn/TS) PV(Mn/TS) AV(Mn/TS) FV(Mn/TS) AuV(Mn/TS) FPV(Mn/TS) FNV(Mn/TS) TnV(Mn/TS) Tp(Mn/TS) TCV(Mn/TS) 

M:Model, RV: Recall Value,  PV:  Precision Value, AV:  Accuracy Value, FV:  F-Score Value, AuV:  AUC Value, FPV: FPR Value, FNV: FNR Value, TnV: TNR 

Value TpV: TPR Value,, TCV:   Time Complexity Value;  n: number of algorithms, TS: Test samples. 

 

Table 1: Structure of a decision matrix 
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normal cases. This method will reduce calculated input to a 

minimum. This favourable impact the total diagnosis results 

and performance [3]. The COVID-19 that are highly 

important to diagnosis groups, which are called insightful 

instances, are chosen in this study.  

 

A total of 12 diagnosis models are developed based on 12 

well-known algorithms for machine learning, which were 

used in some of the previous researches and satisfactory 

results demonstrated when used in the COVID-19 dataset 

diagnosis. These algorithms include SVM(Polynomial), CN2 

rule inducer, AdaBoost, Tree of Decision, Random Forest, 

Logistic Regression, Logistic Regression, Logistic 

Regression, SGD, kNN, RBF, SVM (linear), Neural 

Network, and Naive Bayes. To develop models of diagnosis, 

the data set is divided into two parts. The main part is used 

for the aim of training, and the second part is employed for 

the aim of testing. The training set is utilized to train the 

algorithms of machine learning, and the other part of the data 

set (testing set) is used to evaluate the trained algorithms of 

machine learning. Using the 12 diagnosis models, the test 

dataset is categorized into two groups, namely COVID cases, 

and normal. 

 

E. Integrated Entropy and TOPSIS 

The proposed benchmarking and evaluation methodology are 

developed using the techniques of MCDM. Based on the 

integration of TOPSIS and Entropy, this methodology is 

developed for alternatives weighting, ranking, and selecting 

the superior one in the matrix proposed for the decision. The 

following steps are discussed below. Entropy and TOPSIS 

are the appropriate methods for ranking and benchmarking of 

models for diagnosis. The TOPSIS approach is a 

recommended rating mathematical model and overcome 

particular problems relevant to (1) conflict and trade-off, (2) 

encountered evaluation of multi-criteria in the suggested 

decision matrix. The Entropy is often proposed to implement 

criteria weighing, and (3) the value of relational criteria to the 

suggested matrix of decisions. Consequently, it is justified to 

combine TOPSIS and Entropy methods to rank models of 

diagnosis and benchmark them. 

 

1) Entropy Method 

 

The method of Entropy should not only be used for 

quantitative measurement of data volume but also to 

objectively compute the proportional weight information 

[57]. Entropy was originally supposed a physical 

phenomenon implies of the degree of turbulence to the 

numerator or the probability scale under a given condition. If 

the values of entropy are smaller, the numerator grades are 

proportionality greater, indicating the nearest possible 

entropy to the perfect. Conversely, the numerator grades 

inflect more irregularly if entropy values are higher. Hence, 

the weight of the entropy method was implemented to get the 

weighting of every attribute. Furthermore, entropy can be 

used in information theory to calculate the predicted value of 

information in a specific message. Entropy is a criterion for 

the amount of uncertainty in information theory that a 

discreet distribution of probabilities represents [58]. For 

measuring the entropy values, every attribute has a value 

assigned calculated by each alternative. The entropy values 

are then compared with each criterion, and relative levels of 

significance (i.e. relative weight) of each other are calculated. 

Entropy weight is then derived from information of the 

measurement matrix, which is part of the values of objective 

weight. The calculation process for the Entropy 

Weighting method is as follows. 

 

The set of alternatives decision matrix contains some details; 

entropy may be employed as a method in evaluating criteria 

[58]. The entropy value can be used to calculate the 

knowledge quality of project results with criteria j. However, 

Pij's significance is calculated by the differential of 

all alternative’s outcomes, indicating why Pij can be adapted 

by criterion j to the average inherent information provided by 

the alternatives collection. m alternatives and n attributes 

(criteria) are decision matrix D. 

 

 
 

The project results of the j, Pij, the attribute can be 

described as 

 
 

The entropy Ej of the attribute j project outcome set is 

 
 

Noteworthy, the range values of entropy must be between 

, and k is a positive constant,  (m 

decision alternatives indicated). 

The degree of diversification dj of the information issued 

by attribute j results can be calculated as 

 
 

The optimal weight collection, rather than the equal weight, 

is 
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2) TOPSIS Method 

Similarity technique suggested by Hwang and Yoon (1981) 

for Ideal Solution (TOPSIS), which allows policymakers to 

evaluate the Ideal positive (A*) solution and ideal negative 

(A-) solution. TOPSIS is premise-based that preferred 

alternative will be the smallest distance from the ideal and 

the farthest from the perfect negative solution [58, 59]. The 

solution is as follows: 

Step 1: Standardized construction of the appraisal matrix 

and use the formula below: 

 
On the standardized appraisal matrix,   is the i 

alternative to be evaluated according to criterion j 

alternatives, j stands for performance criteria, and i denote 

the alternatives. Therefore, every attribute has a similar unit 

length as the vector. 

Step 2: Create the matrix of standardized weighted 

evaluations. Incorporate the model of entropy weight as an 

efficient method for objective evaluation of entropy weight 

w=(w1,w2, . . . ,wj , . . . ,wn) and . The weight 

of entropy multiplied by a standard evaluation matrix could 

be represented as: 

 
 

Step 3: Determine the positive ideal solution (A∗) and 

negative ideal solution (A−) 

 

 

 

 
 
Step 4: Calculate the measure of separation (S∗i, S−i). The 

distance between A∗ and A- alternative can be measured as 

 

 
Step 5: Estimate relative proximity for positive of the 

optimal solution. Defines a closeness coefficient for 

evaluating the order of ranking of all alternatives between 

S* and S−i have been determined for each alternative Ai I = 

1, 2, . . ., m). The coefficient of closeness is determined for 

every alternative as 

 
Ai alternative is nearer to A and further towards A− as C 

range is approaching 1. 

Step 6: Rate the Order of Choice. Determine the order of 

ranking of all alternatives depends on the coefficient 

closeness C∗i and choose the optimal one from a selection 

of applicable alternatives. 

 

Even conforming the intentions of decision-makers and 

simply reasonable, this approach is limited in its inability to 

deal with the problem of materialization, requiring other 

approaches combination, like Entropy and TOPSIS 

combination. However, as shown by recent research, to be 

clearest, TOPSIS can be utilized for objects comparison that 

is good or bad in the quality situation [60]. Because TOPSIS 

is used to determine the ideal solution positive and the ideal 

solution negative, the assessment of alternatives takes various 

perspectives. A decision-maker engaged in decision-making 

may, therefore, prevent various rates of demand neglecting, 

and ultimately provide the superior alternative[61]. 

Furthermore, realized that TOPSIS offers an efficient method 

of deriving these problems from a consensus solution. The 

introduction of the consistency function and the method of 

analytical hierarchy, besides the fuzzy theory, to assess the 

characteristics of the informative decision systems [62]. 

During the meantime, TOPSIS can be utilized to effectively 

coordinate the information systems. Deng et al. (2000) 

demonstrated in a case study on China the feasibility of 

applying the TOPSIS methods to solving an inter-company 

problem related to the comparison. Comparing objective 

weighting methods shows that the entropy calculation 

correlates favourably with other approaches for the case 

study conducted with the updated TOPSIS approach [62]. 

This analysis, therefore, applies entropy to obtain objective 

weight values in order to achieve uniformity between 

experts. A calculation procedure to rank the alternatives is 

performed via TOPSIS. By combining the TOPSIS and 

entropy approach, this study will help hospital managers not 

only evaluate various criteria decisions systematically and 

objectively but also create a consistent standard model and 

efficiently make decisions [63,64]. The entropy method is 

then coupled with the TOPSIS model to pick the most 

suitable COVID-19 diagnosis model. 

V. RESULTS AND DISCUSSION  

The results of benchmarking methodology for Selection of 

optimal COVID-19 diagnostic model based on Entropy and 

TOPSIS Methods are presented in this section. Section 5.1 

describes the DM data results were generated from the 

criteria and diagnosis methods. In section 5.2, the Entropy 
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results for data normalization is discussed and the TOPSIS 

method results were presented and discussed in details in 

Subsection 5.3. 

A. Decision matrix d data 

The data used in our research is produced from the crossover 

between the diagnosis methods and the criteria. Table 2 

presented all the details for the decision matrix that include 

twelve machine-learning classifiers. The evaluation process 

of ML models was done based on ten evaluation criteria. The 

upper row exemplifies the key evaluation criteria, and 

different alternatives developed models represented on the 

left to the first column for diagnosis. All of AUC, Accuracy, 

F-Score, Recall, TNR, and TPR are considered as benefit 

criteria where the maximum value is desired. While each of 

FPR, FNR, and Time-consuming criteria are considered as 

cost criteria where the minimum value is desired. The 

findings of the integration of Entropy–TOPSIS are discussed 

in the next section. 

Table 2: Decision matrix data 

 

B. Entropy weighting results 

The decision matrix of COVID-19 diagnostic designed rely 

on the overlap between the evaluation criteria, namely, 

accuracy, precision, accuracy, recall, FP, FN, TP, TN, AUC, 

score and time consuming, and the sophisticated 12 models 

of diagnosis. In this step, data normalization is demonstrated 

in table 3; and criterion weighting has been done objectively 

for 10 criteria for each model as shown in table 4. 

 

Table3: The normalized data 

 
Classifier AUC Accura

cy 

F-

Score 

Precisi

on 

Reca

ll 

FPR FNR TNR TPR Time  

Naive 

Bayes 

0.087

2 

0.0928 0.093

4 

0.0914 0.092

8 

0.045

2 

0.007

2 

0.093

6 

0.087

2 

0.011

0 

Neural 

Network 

0.088

8 

0.0941 0.094

7 

0.0925 0.094

1 

0.023

5 

0.007

2 

0.093

6 

0.089

4 

0.043

2 

SVM 

(linear) 

0.088

8 

0.0937 0.094

1 

0.0919 0.093

4 

0.034

4 

0.007

2 

0.093

6 

0.088

3 

0.014

9 

RBF 0.088

0 

0.0915 0.092

1 

0.0902 0.091

5 

0.045

2 

0.007

2 

0.093

6 

0.087

2 

0.012

6 

kNN 0.087

2 

0.0896 0.090

1 

0.0881 0.089

6 

0.048

0 

0.039

0 

0.088

5 

0.086

9 

0.070

8 

SGD 0.084

5 

0.0896 0.090

1 

0.0881 0.089

6 

0.047

1 

0.029

6 

0.089

8 

0.087

0 

0.014

2 

Logistic  

Regressio

n 

0.083

7 

0.0839 0.084

5 

0.0825 0.083

9 

0.057

9 

0.030

3 

0.089

7 

0.085

9 

0.070

8 

Random 

Forest 

0.083

8 

0.0807 0.081

2 

0.0797 0.080

8 

0.063

3 

0.091

7 

0.081

7 

0.085

4 

0.070

8 

Tree 0.075

5 

0.0788 0.079

3 

0.0775 0.078

9 

0.170

1 

0.113

4 

0.078

9 

0.074

5 

0.070

8 

AdaBoost 0.073

1 

0.0775 0.078

0 

0.0763 0.077

5 

0.151

1 

0.148

0 

0.074

4 

0.076

5 

0.011

8 

CN2 rule 

 inducer 

0.071

9 

0.0686 0.069

1 

0.0684 0.068

7 

0.266

1 

0.199

3 

0.070

6 

0.064

8 

0.595

1 

SVM( 

Polynomi

al) 

0.087

6 

0.0591 0.053

3 

0.0735 0.059

1 

0.048

0 

0.319

9 

0.052

1 

0.086

9 

0.014

2 

 

 

Table 4: The e and entropy weights values 

 

Tables 3 & 4 illustrate the gained values of (e) and weights 

of the Entropy for the criteria that have been obtained 

using Equations (7)– (11). The Time-consuming criteria 

achieved the maximum Entropy followed by each FNR 

and FBR. On another hand, AUC achieved the minimum 

Entropy weight. Based on the results, the criteria with the 

highest weight of Entropy are considered as the highest 

important criteria, whilst the criteria with the lowest 

weight of Entropy are of least importance. In another 

word, the group of cost criteria have gained higher 

importance than the group of benefits criteria.  

 

C. Ranking Results based on TOPSIS Method 

By combining the TOPSIS and entropy approach, this study 

will help a recommendation promotes the medical 

professional to use radiography screening as the major 

method for diagnosis some epidemic diseases such as 

COVID-19  not only evaluate various criteria decisions 

systematically and objectively but also create a consistent 

standard model and efficiently make decisions. The results of 

ML models ranking for COVID-19 diagnostic obtained from 

the weighted decision matrix was demonstrated in this part. 

The DM weighted was collected and generated by utilizing 

Equations (12) and (13). TOPSIS identified the best and 

worst performances of the COVID-19 diagnosis model for 

each criterion. Table 5 shows the result of the weighted DM, 

Ideal best, and Ideal worst value. 

Classifier AUC Accurac

y 

F-Score Precision Recall FPR FNR TNR TPR Time  

Naive 

Bayes 

0.971 0.973 0.973 0.975 0.973 5.0 0 100 95 0.14 

Neural 

Network 

0.988 0.987 0.987 0.987 0.987 2.6 0 100 97.4 0.55 

SVM(linea

r) 

0.988 0.983 0.98 0.981 0.98 3.8 0 100 96.2 0.19 

RBF 0.979 0.96 0.96 0.962 0.96 5.0 0 100 95 0.16 

kNN 0.97 0.94 0.939 0.94 0.94 5.3 5.4 94.6 94.7 0.9 

SGD 0.94 0.94 0.939 0.940 0.94 5.2 4.1 95.9 94.8 0.18 

Logistic 

Regression 

0.931 0.88 0.88 0.88 0.88 6.4 4.2 95.8 93.6 0.9 

Random 

Forest 

0.933 0.847 0.846 0.85 0.847 7.0 12.7 87.3 93 0.9 

Tree 0.84 0.827 0.826 0.827 0.827 18.8 15.7 84.3 81.2 0.9 

AdaBoost 0.814 0.813 0.813 0.814 0.813 16.7 20.5 79.5 83.3 0.15 

CN2 rule 

inducer 

0.80 0.72 0.72 0.73 0.72 29.4 27.6 75.4 70.6 7.57 

SVM(Poly

nomial) 

0.975 0.62 0.555 0.784 0.62 5.3 44.3 55.7 94.7 0.18 
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Table 5: The result of the weighted DM, Ideal best and 

ideal worst value 
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According to the Table 5, each COVID-19 diagnosis model 

has shown significant variance for each criterion in terms of 

ideal best and worst best value. On the other hand, each of 

Naive Bayes, Neural Network, SVM (linear), and RBF have 

gained same ideal best value in terms of  FNR and TNR 

criteria which draw a significant challenge for select the best 

COVID-19 diagnosis model. 

 

However, each performance was then compared with the 

ideal and worst performance. Si-- represents the closeness of 

a COVID-19 diagnosis model to the worst performance, and 

Si* represents the closeness of a COVID-19 diagnosis model 

to the best performance. However, the Equations (16) and 

(17) were used to calculate Si* and Si-. Finally, the closeness 

coefficient (Ci*) values for the twelve diagnosis models for 

COVID-19 diagnosis were calculated using the Equation 

(18). Therefore, diagnosis models were ranked and 

determined based on the TOPSIS principle. Table 6 shows 

the result. 

 

Table 6: Ranking of COIVID19 diagnosis models 

 

 

 

 

 

 

 

 

 

 

 

 

The COVID-19 closest diagnosis model with the best 

performance and farthest from the worst performance will be 

the selected as the best COVID-19 diagnosis model. Visibly 

in table 5, the SVM (linear) outranks the other eleven 

diagnosis models which obtained closet value from an ideal 

solution and farthest value from the negative solution. 

Therefore, SVM (linear)is selected as the best diagnosis 

model for COVID-19 based on our case study data.  

VI. LIMITATION AND FUTURE WORK  

The proposed benchmarking methodology can solve 

problems of evaluation and benchmarking for the diagnostic 

models for COVID-19. In future studies the following 

aspects should be considered:  

Firstly, other types of COVID-19 diagnostic models can be 

evaluated and benchmarked using the proposed 

methodology. Secondly, in the future studies, additional 

Classifier 
   

Rank 

Naive Bayes 0.0089 0.5442 0.9840 2 

Neural Network 0.0269 0.5220 0.9511 5 

SVM (linear) 0.0055 0.5421 0.9899 1 

RBF 0.0090 0.5431 0.9838 3 

kNN 0.0578 0.4881 0.8942 7 

SGD 0.0232 0.5333 0.9583 4 

Logistic Regression 0.0560 0.4900 0.8974 6 

Random Forest 0.0834 0.4730 0.8501 8 

Tree 0.1118 0.4623 0.8052 10 

AdaBoost 0.1170 0.5031 0.8113 9 

CN2 rule inducer 0.5162 0.0854 0.1419 12 

SVM(Polynomial) 0.2267 0.4921 0.6846 11 
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criteria will be studied and added into our proposed DM 

which can support the process of evaluation and 

benchmarking. Lastly, the use of the new methodology can 

be employed in benchmarking approaches based on the 

proposal of new decision matrices. 

VII. CONCLUSION 

Due to the globally spreading of COVID-19, the studies 

related to the automated diagnosis of COVID-19 have been 

notably increasing. The increase in the proposed diagnosis 

models has also raised a question of which diagnosis model 

is the best for a single diagnosis task and what type of criteria 

should be dependent. Therefore, an evaluation and 

benchmarking scheme is needed to solve this problem.  In 

this study, we aim to bridge the gap of MCDM research and 

COVID-19 diagnostic models that are identified in the 

review of the scientific literature. There is no study has 

investigated and dealing with the COVID-19 diagnosis 

models in term of evaluation and benchmarking. In the 

scientific literature, the main evaluation criteria of diagnosis 

models for COVID-19 are only reviewed with no raising any 

research and challenges issues to bridge the gap. An 

intelligent MCDM based methodology is proposed for 

evaluating, benchmark, rank the diagnostic models for 

COVID-19. In this paper, we describe the mechanism to 

develop the proposed methodology. We construct decision 

matrix to mix the different twelve COVID-19 diagnostic 

models with ten evaluation criteria. Entropy and TOPSIS are 

integrated into our proposed methodology. The final weight 

results from Entropy steps were presented, showing the 

importance of the diagnosis model criteria. Subsequently, the 

TOPSIS approach was used to rank and select the best 

COVID-19 diagnosis models according to the quantitative 

information of the measured criteria. Even with 

comprehensive evaluation and significant results have 

presented by [65],comparing with our study, the 

benchmarked study has included several issues. First, no 

such mechanism has adopted to define the importance of 

evaluation criteria. Second, not easy to rank and select the 

best ML model based on multiple evaluation criteria and 

tackle the issue of variation among these criteria. However, 

our study has tackled all mentioned issues based on proposed 

integrated platform. 

 Finally, results confirm that (1) The Hybridization of the 

Entropy and TOPSIS can effectively solve the COVID-19 

diagnosis models selection challenge. (2) The ranks of the 

COVID-19 diagnosis models obtained from TOPSIS showed 

that the best diagnosis model was SVM (linear) and the worst 

one was SVM(Polynomial). However, the values of the used 

models might be changed due to the availability of the data in 

terms of the type and volume.  

In practical view, the huge number of ML learning models 

have drawn a great challenge to administration departments 

of medical organizations to select the most optimal model, 

which consider as the main problem of this study. Moreover, 

the improper selection of a diagnosis model for COVID-19 

may be costly for medical organizations especially at 

meanwhile time where there is a great necessity for more 

accurate and fast diagnosis model. The methodology allows 

them to evaluate and benchmark a variety of COVID-19 

diagnostic models to decide on selecting the model that 

meets the health organization’s needs and save the time and 

cost by adopting a reliable methodology for ML models 

selection. Furthermore, our methodology can be applied for 

benchmarking diagnosis models based on CT images, which 

can practically help the administration departments of 

medical organizations to select the most optimal COVID-19 

diagnosis model. Finally, our study may draw a new line in 

the evaluation and benchmark of the ML models for 

COIVID-19. 
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